
Seminar 3

Exercice 1

When passing one rapid, a kayak sustains no damage with probability 𝑝1, receives serious damage with probability
𝑝2, and breaks completely with probability 𝑝3 = 1 − 𝑝1 − 𝑝2. Two serious damages lead to a complete breakage.
Find the probability that after passing 𝑛 rapids, the kayak will not be completely broken.

Solution

Let the state of the kayak after 𝑘 rapids be described by the number of serious damages it has sustained. The
‘broken’ state is a separate state. Let’s denote:

• 𝑎𝑘: the probability that after 𝑘 rapids the kayak has no damage.
• 𝑏𝑘: the probability that after 𝑘 rapids the kayak has one serious damage.
• 𝑐𝑘: the probability that after 𝑘 rapids the kayak is broken.

Clearly, 𝑎𝑛 = 𝑝𝑛
1 and 𝑏𝑛 = 𝑛𝑝𝑛−1

1 𝑝2. The probability that the kayak is not broken after 𝑛 rapids is 𝑎𝑛 + 𝑏𝑛 =
𝑝𝑛−1

1 (𝑝1 + 𝑛𝑝2).
But let’s apply a more general approach. Initial conditions: 𝑎0 = 1, 𝑏0 = 0, 𝑐0 = 0. Recurrence relations:

• The kayak remains undamaged only if it was undamaged and did not receive any damage on the next
rapid: 𝑎𝑘 = 𝑎𝑘−1 ⋅ 𝑝1. From this, 𝑎𝑛 = 𝑝𝑛

1 .
• The kayak has one serious damage if it was undamaged and received a serious one, or if it already had
one serious damage and passed the next rapid without any damage: 𝑏𝑘 = 𝑎𝑘−1 ⋅ 𝑝2 + 𝑏𝑘−1 ⋅ 𝑝1.

• The kayak breaks if it was already broken, or if it was undamaged and broke, or if it had one damage and
received another one or broke: 𝑐𝑘 = 𝑐𝑘−1 + 𝑎𝑘−1 ⋅ 𝑝3 + 𝑏𝑘−1 ⋅ (𝑝2 + 𝑝3).

We can then find 𝑎𝑛 and 𝑏𝑛 as above by induction.

Exercice 2

Let 𝑛 ≥ 2. A number is chosen randomly from 1, 2, … , 𝑛. Event 𝐴 is that the chosen number is divisible by 2, and
event 𝐵 is that the chosen number is divisible by 7. Find all 𝑛 such that events 𝐴 and 𝐵 are independent.

Solution

We need to solve
⌊𝑛/14⌋/𝑛 = ℙ(𝐴 ∩ 𝐵) =? ℙ(𝐴)ℙ(𝐵) = ⌊𝑛/2⌋⌊𝑛/7⌋/𝑛2

Write 𝑛 = 14𝑘 + 𝑟, with 0 ≤ 𝑟 ≤ 13, to get

𝑘𝑟 = 2𝑘⌊𝑟/2⌋ + 7𝑘⌊𝑟/7⌋ + ⌊𝑟/7⌋⌊𝑟/2⌋
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which holds if 𝑘 = 0 and 𝑛 = 𝑟 ≤ 6, or if 𝑘 ≥ 1 and 𝑟 = 0, 2, 4, 6. Therefore, the answer is: 𝑛 ≡ 0, 2, 4, 6
(mod 14) or 𝑛 = 3, 5.

Exercice 3

(Geometric distribution) Two players take turns rolling a die. The first one to roll a 6 loses.

a. Find the probability that a round consists of exactly 𝑛 rolls.
b. Find the probability that the first player loses.

Solution

a. For there to be exactly 𝑛 rolls, the first (𝑛 − 1) rolls must not be 6, and the 𝑛‐th roll must be a 6. Thus,
the probability is (5/6)𝑛−11/6.

b. From the previous part, it follows that the game ends with probability 1. Let 𝑝 be the probability that the
first player wins. Then, based on the first roll, 1 − 𝑝 = 1/6 + (5/6)𝑝, and 𝑝 = 6/11.

Exercice 4

a. Let event 𝐴 be independent of itself. What is its probability?
b. Let ℙ(𝐴) = 0 or ℙ(𝐴) = 1. Show that event 𝐴 is independent of any event 𝐵.

Solution

a. By the definition of independence, ℙ(𝐴 ∩ 𝐴) = ℙ(𝐴) ⋅ ℙ(𝐴). Since 𝐴 ∩ 𝐴 = 𝐴, this means ℙ(𝐴) =
(ℙ(𝐴))2. Therefore, the probability of such an event can only be 0 or 1.

b. If ℙ(𝐴) = 0, then 0 ≤ ℙ(𝐴 ∩ 𝐵) ≤ ℙ(𝐴) = 0 = ℙ(𝐴)ℙ(𝐵). If ℙ(𝐴) = 1, then ℙ(𝐴𝑐) = 0, so 𝐴𝑐 and
𝐵 are independent. Therefore, 𝐴 and 𝐵 are independent.

Exercice 5

A die is rolled until a number less than 5 is obtained for the first time. What is the probability that the last roll is at
least 2?

Solution

First notice that the game stops with probability 1, so “the last roll” is well defined. The last timewe roll the die,
we have got ${1,2,3,4}$ with equal probability, and we are asking the probability that this is at least 2, namely
${2,3,4}$. The answer is then 3/4.
We can formalize this intuitive solution. Let’s call 𝐴𝑘 the event on which the game stops at the 𝑘‐th toss, and 𝐵
the event that, at the last toss, we got 2. Then ℙ(𝐵|𝐴𝑘) = 3/4, since this is exactly the probability that at the
𝑘‐th toss we got at least 2, knowing that we got no more than 4. Then

ℙ(𝐵) = ∑
𝑘

ℙ(𝐵|𝐴𝑘)ℙ(𝐴𝑘) = 3/4 ∑
𝑘

ℙ(𝐴𝑘) = 3/4
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So the initial intuition is correct, we do not need to compute the exactly value of ℙ(𝐴𝑘), we just need to know
that the sum of those probabilities is 1, namely that the game will end with probability 1.

Exercice 6

Alice and Bob play the following game. A fair coin is tossed until the sequence 110 or 100 appears. Alice wins if 110
appears first, and Bob wins if 100 appears first. Who will win more often? What are the probabilities of Alice’s and
Bob’s wins?

Solution

Let 𝑝𝑥1𝑥2… be the probability that Alice wins if (conditionally on) the first tosses were 𝑥1, 𝑥2, …, and let 𝑝 = 𝑝∅
be the probability that Alice wins. For instance 𝑝10 is the probability that Alice wins if the first two results are
1, 0. Then we have 𝑝0 = 𝑝, 𝑝11 = 1, 𝑝100 = 0, 𝑝101 = 𝑝1. We can know condition on the previous results to
get

𝑝 = 1
2𝑝0 + 1

2𝑝1 = (𝑝 + 𝑝1)/2
𝑝1 = 1

2𝑝11 + 1
4𝑝100 + 1

4𝑝101 = (2 + 0 + 𝑝1)4
This gives 𝑝1 = 𝑝 = 2/3.

Exercice 7

Let 𝑝𝑛 denote the probability that in𝑛 tosses of a fair coin, three consecutive heads do not appear. Find a recurrence
relation for 𝑝𝑛.

Solution

Let 𝐵𝑛 be the event where there are not three consecutive heads in 𝑛 tosses and 𝐴𝑘 the event where the first
tail is at position 𝑘. We have that ℙ(𝐵𝑛|𝐴𝑘) = 0 for 𝑘 > 3, while ℙ(𝐵𝑛|𝐴𝑘) = ℙ(𝐵𝑛−𝑘) for 𝑘 = 1, 2, 3.
Therefore

𝑝𝑛 = ℙ(𝐵𝑛) = ∑
𝑘

ℙ(𝐵𝑛|𝐴𝑘)ℙ(𝐴𝑘) = 1
2𝑝𝑛−1 + 1

4𝑝𝑛−2 + 1
8𝑝𝑛−3, for 𝑛 ≥ 3.

The initial conditions are 𝑝0 = 𝑝1 = 𝑝2 = 1.

Exercice 8

Events 𝐴, 𝐵, 𝐶 are pairwise independent and equally likely, 𝐴 ∩ 𝐵 ∩ 𝐶 = ∅. Find the maximum possible value of
𝑃(𝐴).

Solution

Let 𝑝 = 𝑃(𝐴) = 𝑃(𝐵) = 𝑃(𝐶). Then

(1 − 𝑝)2 = 𝑃(𝐵̄ ∩ ̄𝐶) ≥ 𝑃( ̄𝐴 ∩ 𝐵̄ ∩ ̄𝐶) = 1 − 𝑃(𝐴 ∪ 𝐵 ∪ 𝐶) = 1 − (3𝑝 − 3𝑝2 + 0)

As a consequence, 𝑝 ≤ 1/2. It is easy to check that 𝑝 = 1/2 is possible. E.g. Ω = {1, 2, 3, 4} with uniform
probability, and 𝐴 = {1, 2}, 𝐵 = {1, 3}, 𝐶 = {2, 3}.
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Exercice 9

According to the schedule, a tram and a trolleybus run every 20minutes until midnight. The trolleybus starts at 6:00,
and the tram at 6:15. Find the probability of leaving by trolleybus, if you arrive at the stop at a random time during
the day and take the first vehicle that arrives.

Solution

Due to periodicity (reason (mod 2)0minutes), we can restrict to one interval of 20minutes, say [0, 20]. We un‐
derstand that arriving at a random timemeans that the probability of arriving in a given interval, is proportional
to the length of that interval. Since we leave by trolleybus iff we arrive in the interval (15, 20], the probability
is 1/4.

Exercice 10

𝑋 and 𝑌 agreed to meet between 12:00 and 13:00. Each is willing to wait for exactly 30 minutes. What is the proba‐
bility that they meet? What is the probability that they meet and 𝑋 did not wait for 𝑌 ? What is the probability that
they arrive at the same time?

Solution

Let’s measure everything in hours from time 12:00. Let’s call 𝑋 and 𝑌 the arrival times of the two persons.
They are independent and uniformly distributed on the interval [0, 1] hours. The sample space is the square
Ω = [0, 1] × [0, 1] with area 1. The probability of an event in Ω is therefore its Lebesgue measure.

• They will meet iff |𝑋 − 𝑌 | ≤ 0.5. Thus ℙ(|𝑋 − 𝑌 | ≤ 0.5) = 3/4.
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• They will meet and 𝑋 did not wait for 𝑌 iff 0 ≤ 𝑋 − 𝑌 ≤ 0.5.
• The probability that they arrive at the same time,𝑋 = 𝑌 , is the area of the diagonal of the square, namely

0.

Exercice 11

A standard computer generator rand produces randomnumbers on the interval [0, 1]. Then, the square root of each
number is taken, and the answer is printed in a fixed‐point format with 16 digits of precision after the decimal point
(e.g., like this: 0.0003267891135015 …). Find the probability that in this notation, the second digit after the decimal
point will be a two. Find the answer analytically and compare it with the result of a computer experiment.

Solution

Let 𝑋 be the result of the generation, and 𝑌 =
√

𝑋. ℙ(𝑌 ∈ [𝑎, 𝑏)) = ℙ(𝑋 ∈ [𝑎2, 𝑏2)) = 𝑏2 − 𝑎2. Thus

ℙ (𝑌 ∈ ∪9
𝑘=0[10𝑘 + 3

100 , 10𝑘 + 2
100 )) = 10−4

9
∑
𝑘=0

20𝑘 + 5 = 95/1000 = 0.095

Exercice 12

Three people each choose a number from the interval [0, 1]. What is the probability that a triangle with these side
lengths exists?
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Solution

Three numbers are the side lengths of a triangle if and only if the largest of them does not exceed the sum of
the other two. In other words, we need to compute the volume of the region {max{𝑥, 𝑦, 𝑧} ≤ (𝑥 + 𝑦 + 𝑧)/2}
inside the unit cube [0, 1]3. The complement consists of three disjoint regions 𝑥 + 𝑦 ≤ 𝑧, 𝑥 + 𝑧 ≤ 𝑦,
and 𝑦 + 𝑧 ≤ 𝑥. Each of these regions is a tetrahedron with volume 1/6. Thus, the total volume of the
‘failure’ region is 3 ⋅ (1/6) = 1/2. The probability that the numbers form a triangle is 1 − 1/2 = 1/2.

Alternatively, each of the 6 permutations that orders the three numbers has the same probability. Thus we can
compute the measure of the set {(𝑥, 𝑦, 𝑧) ∈ [0, 1]3 ∶ 𝑥 ≤ 𝑦 ≤ 𝑧 ≤ 𝑥 + 𝑦}, namely

𝑝 = 6 ∫
1

0
𝑑𝑥 ∫

1

𝑥
𝑑𝑦 ∫

min(𝑥+𝑦,1)

𝑦
𝑑𝑧 = 6 ∫

1

0
𝑑𝑥 ∫

1

𝑥
(min(𝑥 + 𝑦, 1) − 𝑦)𝑑𝑦 = 1/2

6


	Exercice 1
	Exercice 2
	Exercice 3
	Exercice 4
	Exercice 5
	Exercice 6
	Exercice 7
	Exercice 8
	Exercice 9
	Exercice 10
	Exercice 11
	Exercice 12

