
Семинар 4

Если написано “дана/известна случайная величина”, 𝜉 то подразумевается, что известны ℙ𝜉, 𝐹𝜉, 𝑝𝜉 (если плот‐
ность существует). Если вас просят найти распределение 𝜉, то достаточно найти любой из объектов выше.

Задача 1

Дано распределения случайного вектора

𝛽 ∖ 𝛼 −2 −1 0 1 2
−2 1/32 1/32 1/24 1/32 1/32
−1 1/32 1/32 1/24 1/32 1/32
0 1/24 1/24 1/6 1/24 1/24
1 1/32 1/32 1/24 1/32 1/32
2 1/32 1/32 1/24 1/32 1/32

a. Найти вероятность 𝑃 (𝛼 = 𝛽).
b. Найти вероятность 𝑃 (𝛼 > 𝛽).
c. Найти вероятность 𝑃 (𝛼 ⩽ 𝛽).
d. Найти распределения 𝛼 и 𝛽.
e. Верно ли, что 𝛼 и 𝛽 независимы?
f. Найти распределение 𝛼 + 𝛽.
g. Найти распределение 𝛼𝛽.
h. Найти распределение случайного вектора с компонентами 𝛼 + 𝛽 и 𝛼 − 𝛽.
i. Найти распределение случайного вектора с компонентами 𝛼 + 𝛽 и 𝛼𝛽.

Решение

a. ℙ(𝛼 = 𝛽) — это сумма вероятностей на главной диагонали:

ℙ(𝛼 = 𝛽) = 𝑝−2,−2 + 𝑝−1,−1 + 𝑝0,0 + 𝑝1,1 + 𝑝2,2 = 1
32 + 1

32 + 1
6 + 1

32 + 1
32 = 4

32 + 1
6 = 1

8 + 1
6 = 3 + 4

24 = 7
24

b. ℙ(𝛼 > 𝛽) — это сумма всех элементов над главной диагональю. Таблица симметрична, поэтому
ℙ(𝛼 > 𝛽) = ℙ(𝛼 < 𝛽) = (1 − ℙ(𝛼 = 𝛽))/2 = 17/48.

c. ℙ(𝛼 ≤ 𝛽) = 1 − ℙ(𝛼 > 𝛽) = 31
48 .

d. Чтобы получить распределение 𝛼, просуммируйте по столбцам: например, ℙ(𝛼 = −2) = 4 ⋅ 1
32 +

1
24 = 1

6 . В силу симметрии таблицы распределение 𝛽 (сумма по строкам) будет таким же.

e. Нет, они не независимы, например, ℙ(𝛼 = −2, 𝛽 = −2) = 1/32 ≠ ℙ(𝛼 = −2)ℙ(𝛽 = −2) = 1/36.

Чтобы найти распределения для следующих пунктов, нужно сгруппировать ячейки таблицы (это уто‐
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мительные, но простые вычисления):

f. Для 𝛼 + 𝛽: сгруппируйте ячейки (𝑖, 𝑗) с одинаковой суммой 𝑘 = 𝑖 + 𝑗.
g. Для 𝛼𝛽: сгруппируйте ячейки с одинаковым произведением 𝑘 = 𝑖 ⋅ 𝑗.
h. Для (𝛼 + 𝛽, 𝛼 − 𝛽) это биекция с (𝛼, 𝛽), поэтому каждая запись соответствует одной записи в

таблице, т.е. (𝛼, 𝛽) = ((𝛼 + 𝛽) + (𝛼 − 𝛽), (𝛼 + 𝛽) − (𝛼 − 𝛽))/2.
i. Для (𝛼 + 𝛽, 𝛼𝛽) вычислите совместный закон, разделяя случаи, когда 𝛼 или 𝛽 обращаются в ноль.

Задача 2 [H]

Даны распределения независимых случайных величин 𝜉 и 𝜂:
𝜉 −2 −1 0 1 2

1/4 1/8 1/4 1/8 1/4

𝜂 −2 −1 0 1 2
1/8 1/4 1/4 1/4 1/8

a. Найти вероятность 𝑃 (𝜉 = 𝜂).
b. Найти вероятность 𝑃 (𝜉 > 𝜂).
c. Найти вероятность 𝑃 (𝜉 ⩽ 𝜂).
d. Найти распределения 𝜉 + 𝜂 и 𝜉 − 𝜂.
e. Найти распределение 𝜉𝜂.
f. Найти распределение случайного вектора с компонентами 𝜉 + 𝜂 и 𝜉 − 𝜂.
g. Зависимы ли 𝜉 + 𝜂 и 𝜉 − 𝜂?
h. Найти распределение случайного вектора с компонентами 𝜉 + 𝜂 и 𝜉𝜂.

Решение

a. ℙ(𝜉 = 𝜂) = ∑𝑘 ℙ(𝜉 = 𝑘, 𝜂 = 𝑘) = ∑𝑘 ℙ(𝜉 = 𝑘)ℙ(𝜂 = 𝑘) = 3
16 в силу независимости.

Аналогично для b, c, d, e, f, h. Вычисления производятся путем рассмотрения ℙ(𝜉 = 𝑖, 𝜂 = 𝑗) = ℙ(𝜉 =
𝑖)ℙ(𝜂 = 𝑗) и суммирования вероятностей по соответствующим областям.

g. Проверим независимость 𝑈 = 𝜉 + 𝜂 и 𝑉 = 𝜉 − 𝜂. ℙ(𝑈 = 4, 𝑉 = 0) = ℙ(𝜉 = 2, 𝜂 = 2) ≠ ℙ(𝑉 =
0)ℙ(𝑈 = 4). Величины 𝑈 и 𝑉 зависимы.

Независимость случайных величин

Задача 3 [H]

Пусть 𝜉 ∼ Uniform([0, 1]), а 𝜂 ∼ Bernoulli(1/3). Поселите эти случайные величины на одном и том же
вероятностном пространстве, так, чтобы они были

a. независимы
b. зависимы.

Имеется ввиду, что в нужно придумать вероятностное пространство (свое для каждого из пунктов) и слу‐
чайную величину 𝜁 = (𝛼, 𝛽) на нем, такую что ℙ𝛼 = ℙ𝜉 и ℙ𝜂 = ℙ𝛽.
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Решение

a. Независимы: Возьмем в качестве вероятностного пространства Ω = [0, 1] × [0, 1] с мерой Лебега.
Положим𝛼(𝑡1, 𝑡2) = 𝑡1 и 𝛽(𝑡1, 𝑡2) = 1[0,1/3](𝑡2). То же самоеможно сделать, взявΩ = [0, 1]×{0, 1}.

b. Зависимы: Возьмем пространство Ω = [0, 1] с мерой Лебега. Положим 𝛼(𝑡) = 𝑡, 𝛽(𝑡) = 1[0,1/3](𝑡).

Задача 4

Пусть вероятностное пространство имеет вид ([0, 1], ℬ([0, 1]), Leb). Зависимы ли следующие случайные ве‐
личины?

a. 𝜉(𝑡) = 2𝑡, 𝜂(𝑡) = 1 − 𝑡2

b. 𝜉(𝑡) = sign [sin(2𝜋𝑡)], 𝜂(𝑡) = sign [sin(4𝜋𝑡)]
c. 𝜉(𝑡) = sign [sin(2𝜋𝑡)], 𝜂(𝑡) = sign(𝑡 − 1/3)?

Решение

a. Зависимы. Они функционально связаны: 𝜂(𝑡) = 1 − (𝜉(𝑡)/2)2. Если мы знаем значение 𝜉(𝑡), мы
однозначно знаем значение 𝜂(𝑡). Например, для достаточно малого 𝜀 > 0, ℙ(𝜉 ≤ 𝜀, 𝜂 ≤ 𝜀) = 0 ≠
ℙ(𝜉 ≤ 𝜀)ℙ(𝜂 ≤ 𝜀) > 0.

b. Независимы. ℙ(𝜉 = 1, 𝜂 = 1) = 1/4 = ℙ(𝜉 = 1)ℙ(𝜂 = 1), и этого достаточно, поскольку и 𝜂, и 𝜉
принимают только два значения с положительной вероятностью.

c. Зависимы. Например, ℙ(𝜉 = +1|𝜂 = −1) = 1 > ℙ(𝜉 = +1).

Задача 5 [H]

Привестипримердвух зависимых, нонефункционально зависимыхдискретных с.в. или объяснитьпочему
такой пример не существует.

Решение

Две случайные величины 𝛼, 𝛽 называются функционально зависимыми, если одна является измери‐
мой функцией другой, например, 𝛽 = 𝑓(𝛼). Это означает, что зная значение 𝛼, мы однозначно знаем
значение 𝛽. Это, как правило, гораздо более сильное условие, чем просто зависимость. Например, в
предыдущей задаче 𝜉(𝑡) = sign [sin(2𝜋𝑡)] и 𝜂(𝑡) = sign(𝑡 − 1/3) зависимы, но не функционально зави‐
симы.

Задача 6 [H]

Верно ли, что если 𝜉, 𝜂 независимы, то и для любой функции 𝑓 ∶ ℝ → ℝ с.в. 𝑓(𝜉), 𝑓(𝜂) независимы?

Решение

Можно даже взять измеримые функции 𝑓, 𝑔. Тогда

ℙ(𝑓(𝜉) ∈ 𝐴, 𝑔(𝜂) ∈ 𝐵) = ℙ(𝜉 ∈ 𝑓−1(𝐴), 𝜂 ∈ 𝑔−1(𝐵)) = ℙ(𝜉 ∈ 𝑓−1(𝐴))ℙ(𝜂 ∈ 𝑔−1(𝐵)) = ℙ(𝑓(𝜉) ∈ 𝐴)ℙ(𝑔(𝜂) ∈ 𝐵)
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Задача 7 [H]

Верно ли, что если 𝜉, 𝜂 зависимы, то и 𝜉2, 𝜂2 обязательно зависимы?

Решение

В общем случае неверно, что из независимости 𝑓(𝜉) и 𝑔(𝜂) следует независимость 𝜉 и 𝜂. Например,
возьмем 𝜉 = 𝜂 = 2𝜁 − 1, где 𝜁 ∼ Bernoulli(1/2). Тогда 𝜉2 = 𝜂2 = 1 независимы.

Задача 8 [H]

Пусть случайная величина (𝜉, 𝜂) имеет равномерное распределение в (𝑥, 𝑦) ∶ 𝑥2 + 𝑦2 ≤ 1. Являются ли ве‐
личины 𝜉 и 𝜂 независимыми?

Решение

Нет, например, для достаточномалого 𝜀 > 0,ℙ(𝜉 ≥ 1−𝜀, 𝜂 ≥ 1−𝜀) = 0 ≠ ℙ(𝜉 ≥ 1−𝜀)ℙ(𝜂 ≥ 1−𝜀) > 0.

Функция распределения

Задача 9

Имеется случайная величина 𝜉 c распределением ниже. Нарисуйте 𝐹𝜉 и 𝐹𝜉2 .

𝜉 −1 0 1
ℙ𝜉 1/5 2/5 2/5
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Решение

Задача 10 [H]

Нарисуйте функцию распределения 𝐹𝜉 для 𝜉 ∼ Poisson(𝜆), 𝜆 > 0.

Решение

Имеем:

• 𝐹𝜉(𝑥) = 0 для 𝑥 < 0.
• 𝐹𝜉(𝑥) = 𝑒−𝜆 для 0 ≤ 𝑥 < 1.
• 𝐹𝜉(𝑥) = 𝑒−𝜆(1 + 𝜆) для 1 ≤ 𝑥 < 2.

и такдалее.Функциястремитсяк1при𝑥 → ∞.

Задача 11

Стержень длины 2 сломали в случайной точке. Введите явно, с указанием вероятностного пространства,
случайную величину 𝜉, дающую длину большего куска из двух получившихся. Найдите 𝐹𝜉, 𝐹𝜉2 и плотности
𝑝𝜉, 𝑝𝜉2 .
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Решение

Возьмем Ω = [0, 2] с равномерной мерой. Точка излома 𝑈 ∼ Uniform([0, 2]), куски имеют длины 𝑈 и
2 − 𝑈 . Таким образом, нас интересует случайная величина 𝜉 = max(𝑈, 2 − 𝑈), которая принимает
значения в [1, 2].
Заметим, что 𝜉 ≤ 𝑥 ⟺ 2 − 𝑥 ≤ 𝑈 ≤ 𝑥. Таким образом, для 𝑥 ∈ [1, 2]

𝐹𝜉(𝑥) = ∫
𝑥

2−𝑥

1
2𝑑𝑢 = 𝑥 − 1

Значит, 𝜉 равномерно распределена на [1, 2], ее плотность постоянна на этом интервале.
Функция распределения 𝜉2 тогда равна 𝐹𝜉2(𝑥) = √𝑥 − 1 для 𝑥 ∈ [1, 4], а ее плотность ‐ (2𝑥)−1/21[1,4].

Задача 12

Даны независимые случайные величины 𝜉1, … , 𝜉𝑛. Найдите функцию распределения случайной величи‐
ны

a. max(𝜉1, … , 𝜉𝑛),
b. min(𝜉1, … , 𝜉𝑛).

Решение

Пусть 𝐹𝑖(𝑥) = ℙ(𝜉𝑖 ≤ 𝑥) ‐ функция распределения для 𝜉𝑖.

a. Максимум: Пусть 𝑀𝑛 = max(𝜉1, … , 𝜉𝑛), тогда {𝑀𝑛 ≤ 𝑥} тогда и только тогда, когда все 𝜉𝑖 не
превосходят 𝑥. Таким образом, в силу независимости:

𝐹𝑀𝑛
(𝑥) = ℙ(𝑀𝑛 ≤ 𝑥) = ℙ(𝜉1 ≤ 𝑥, 𝜉2 ≤ 𝑥, … , 𝜉𝑛 ≤ 𝑥) =

𝑛
∏
𝑖=1

𝐹𝑖(𝑥)

Если все 𝜉𝑖 одинаково распределены с функцией распределения 𝐹(𝑥), то 𝐹𝑀𝑛
(𝑥) = (𝐹(𝑥))𝑛.

b. Минимум: 𝑚𝑛 = min(𝜉1, … , 𝜉𝑛). В этом случае мы рассуждаем как выше для дополнительного
события 𝑚𝑛 > 𝑥, чтобы получить 𝐹𝑚𝑛

(𝑥) = 1 − ∏𝑛
𝑖=1(1 − 𝐹𝑖(𝑥)). Если все 𝜉𝑖 одинаково распре‐

делены с функцией распределения 𝐹(𝑥), то 𝐹𝑚𝑛
(𝑥) = 1 − (1 − 𝐹(𝑥))𝑛.

Задача 13

Пусть случайная величина 𝜉 непрерывна (то есть, ее функция распределения𝐹𝜉 непрерывна). Найдите рас‐
пределение случайной величины 𝐹𝜉(𝜉).

Решение

Обозначим 𝐹 = 𝐹𝜉, чтобы напомнить, что это не случайная функция. Пусть 𝜂 = 𝐹(𝜉). Поскольку 𝐹 ‐
это функция распределения, ее значения лежат в интервале [0, 1]. Множество 𝐹 −1((−∞, 𝑦]) является
возрастающим (по 𝑦) замкнутым подмножеством ℝ вида 𝐹 −1((−∞, 𝑦]) = (−∞, 𝑠𝑦]. Тогда по самому
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определению 𝐹

𝐺(𝑦) = ℙ(𝜂 ≤ 𝑦) = ℙ(𝐹(𝜉) ≤ 𝑦) = ℙ(𝜉 ∈ 𝐹 −1((−∞, 𝑦])) = 𝐹(𝑠𝑦)

Если𝐹 непрерывна, то𝐺(𝑦) = 𝐹(𝑠𝑦) = 𝑦. Таким образом,𝐹𝜉(𝜉) является равномерно распределенной
случайной величиной. В общем случае, если 𝐹 не является непрерывной, 𝐺(𝑦) ≤ 𝑦.

Рисунок 1

Задача 14 [H]

Пусть 𝜉 ∼ Uniform([−1, 1]). Найдите распределение случайной величины 𝐹|𝜉|(𝜉).

Решение

|𝜉| равномерно распределена на [0, 1], следовательно 𝐹|𝜉|(𝜉) = max(𝜉, 0). Поэтому

𝐺(𝑥) ∶= ℙ(𝐹|𝜉|(𝜉) ≤ 𝑥) =
⎧{
⎨{⎩

0 если 𝑥 < 0
1/2 + 𝑥/2 если 𝑥 ∈ [0, 1]
1 если 𝑥 ≥ 1

Задача 15*

(смеси).На вероятностном пространстве Ω рассматривается следующая конструкция случайной величины
𝜉 ∶ ℝ → ℝ : сначала по равномерной на отрезке [0, 1] с.в. 𝜂 выбирают отрезок [0, 𝜂(𝜔)], а потом независимо
выбирают случайную величину 𝜁(𝜔) ∶= 𝜉𝜂(𝜔)(𝜔) c заданным распределением на отрезке [0, 𝜂(𝜔)]. Найти
плотность распределения получившейся случайной величины 𝜉, если

a. 𝜉𝑎 ∼ Uniform([0, 𝑎]),
b. 𝜉2

𝑎 ∼ Uniform([0, 𝑎]).
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Решение

ℙ(𝜁 ≤ 𝑥) = ∫
1

0
ℙ(𝜉𝑎 ≤ 𝑥) 𝑑𝑎

a. В этом случае последняя формула для 𝑥 ∈ (0, 1] дает

ℙ(𝜁 ≤ 𝑥) = ∫
1

0
𝑥
𝑎1[0,𝑎)(𝑥) + 1[𝑎,∞)(𝑥) 𝑑𝑎 = 𝑥 − 𝑥 log(𝑥)

что имеет плотность − log(𝑥)1(0,1](𝑥).
b. В этомслучае для𝑥 ∈ (0, 1)имеемℙ(𝜉𝑎 ≤ 𝑥) = ℙ(𝜉2

𝑎 ≤ 𝑥2) = 𝑥2/𝑎1[0,√𝑎)(𝑥)+1[√𝑎,∞)(𝑥). Поэтому
для 𝑥 ∈ (0, 1)

ℙ(𝜁 ≤ 𝑥) = ∫
1

0
𝑥2
𝑎 1[0,√𝑎)(𝑥) + 1[√𝑎,∞)(𝑥)𝑑𝑎 = 𝑥2 − 2𝑥2 log(𝑥)

и плотность, следовательно, равна −4𝑥 log(𝑥)1[0,1](𝑥), что демонстрирует существенно иное по‐
ведение в окрестности 𝑥 = 0.

Задача 16*

Пусть 𝜉 ∼ Exp(𝜆). Зависимы ли ее целая и дробная части?

Решение

Они независимы. Пусть 𝑋 ∶= ⌊𝜉⌋ ‐ целая часть, а 𝜂 ∶= 𝜉 − ⌊𝜉⌋ ‐ дробная часть. Для 𝑘 ∈ {0, 1, 2, … } и
𝑦 ∈ [0, 1) вычислим совместное распределение

ℙ(𝑋 = 𝑘, 𝜂 ≤ 𝑦) = ℙ(𝑘 ≤ 𝜉 ≤ 𝑘 + 𝑦) = 𝑒−𝜆𝑘 − 𝑒−𝜆(𝑘+𝑦) = 𝑒−𝜆𝑘(1 − 𝑒−𝜆𝑦)

Поскольку это произведение функции от 𝑘 на функцию от 𝑦, случайные величины независимы. В част‐
ности, мы видим, что 𝑋 имеет геометрическое распределение с параметром (неудачи) 𝑒−𝜆, в то время
как 𝜂 имеет плотность 𝜆𝑒−𝜆𝑦(1 − 𝑒−𝜆)−11[0,1](𝑦).

Дополнительные Задачи

Задача 17

Пусть 𝜉 ∶ Ω → 𝐸 — случайная величина, а 𝑓 ∶ 𝐸 → 𝐹 — измеримая функция. Здесь 𝐸, 𝐹 — измеримые
пространства. Докажите, что (𝜉, 𝑓(𝜉)) независимы тогда и только тогда, когда 𝑓(𝜉) является константой
почти наверное (п.н.).

Решение

Если (𝜉, 𝑓(𝜉)) независимы, то

ℙ(𝜉 ∈ 𝐴, 𝑓(𝜉) ∈ 𝐵) = ℙ(𝜉 ∈ 𝐴, 𝜉 ∈ 𝑓−1(𝐵)) = ℙ(𝜉 ∈ 𝐴)ℙ(𝜉 ∈ 𝑓−1(𝐵)) = ℙ(𝜉 ∈ 𝐴)ℙ(𝑓(𝜉) ∈ 𝐵)

8



Если мы теперь выберем 𝐴 = 𝑓−1(𝐵), мы получим ℙ(𝑓(𝜉) ∈ 𝐵) = ℙ(𝑓(𝜉) ∈ 𝐵)2. А именно,
ℙ(𝑓(𝜉) ∈ 𝐵) ∈ {0, 1} для всех измеримых 𝐵. Это правильный способ сказать, что 𝑓(𝜉) является кон‐
стантой. То есть, если 𝜎‐алгебра на 𝐹 содержит синглтоны, это означает, что 𝑓(𝜉) является констан‐
той п.н. В противном случае, быть константой не определено как измеримое событие, в то время как
утверждение, что закон 𝑓(𝜉) принимает значения в {0, 1}, все еще имеет смысл.
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